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1. Introduction
1.1 Transient Methods

The response of a dynamic system to a sudden change in concentration or temperature
yields kinetic information on the rate of chemical and physical processes occurring within the
perturbed volume. When amplitude changes are small, or when only the isotopic composition is
changed, the system remains at quasisteady-state and the mechanisms of chemical or transport
processes are unaffected by the imposed perturbation. Small perturbations about equilibrium
also simplify the mathematical analysis of the system response by allowing processes to be
described by linear versions of their full constitutive equations.

Three types of transient methods are commonly used to study the dynamics of physical and
chemical systems: step changes, pulses, and harmonic perturbationsl. All of them contain the
required information to measure the rates of processes taking place within the system. They can
be carried out within constant volume (closed) or constant pressure (open) systems. The method
of choice depends largely on the specific features of the system (e.g., gas or liquid phases, reactive
or non-reactive, ...).

Step changes are simple to carry out experimentally. The dynamics of individual steps in
complex systems, however, are difficult to deconvolute because they commonly appear in the
system response as a sum of exponential terms that cannot be readily separated into its individual
components. Only the magnitude of the step change can be varied and it is usually kept small in
order to avoid highly non-linear responses. Mathematical analyses of step changes require the
solution of time-dependent equations.

Pulse techniques are experimentally more demanding and often difficult to carry out with
small amplitude fluctuations, but they introduce additional variables, such as the width of the
pulse and the time elapsed between pulses. These features allow better access to multiple
dynamic processes in complex systems. The analysis of the system response also requires the
solution of transient equations. Fourier-Transform techniques are often used to analyze the
system response in frequency domain because pulse techniques probe a continuun spectrum of
frequencies. Pulses, however, lack the characteristic frequency (relaxation time) introduced by
harmonic oscillations in frequency response (FR) experiments in which the rate of a given process
can be directly probed with less interference from concurrent processes.

Harmonic perturbations of the forcing variable require even greater experimental
sophistication but allow the solution of the describing equations in the frequency domain. The
frequency of the oscillations introduces an additional degree of freedom that can be used to
decouple individual steps occurring with different characteristic relaxation times. Thus, the added
experimental complexity of these FR methods is balanced by their ability to probe directly the

natural relaxation times of several concurrent dynamic processes within a complex system.



Sinusoidal perturbations have been widely used to probe the dynamics of many systems.
Available studies vary widely in scope, complexity, and in their applications to many specific
dynamic phenomena in gases, liquids, solids, and porous structures (Table 1). They range from
analyses of chromatographic separation, dispersion, and reactions in beds of porous particles to
the measurement of dynamic processes in complex biochemical systems and to the optimization of
chemical reactors.

In this report, we restrict our discussion to the use of FR methods as an analytical probe of
dynamic processes occurring within porous materials, commonly used as adsorbents and as
heterogeneous catalysts. Specifically, we describe the use of these methods in measurements of
adsorption kinetics on non-uniform surfaces and of diffusive properties within zeolitic and
mesoporous solids. Their more recent use in measurements of reaction parameters and

mechanisms in heterogeneous catalysis is also briefly described.

1.2 FR Methods

Angstrom? applied a FR technique to the analysis of heat transfer in a conducting rod. He
measured the thermal conductivity of a material by imposing a sinusoidal temperature change at
one end of a rod and measuring the resulting temperature fluctuation at a distance away from the
source. This appears to be the first application of FR methods to the determination of kinetic
parameters in dynamic systems.

In more recent pioneering work, Rosen and Winsche® theoretically described the use of
(large amplitude) sinusoidal concentration changes to study kinetic and diffusion processes in
chromatographic separation columns. They showed how periodic oscillations conveniently
decouple multiple dynamic processes with different characteristic relaxation times. More
importantly, they found that processes occurring in series can be described by a sum of individual
dynamic resistances (impedances) containing the dynamic parameters and the diffusive and
adsorptive capacities of each process. They developed impedance functions for a number of cases
related to chromatographic separations: diffusion within porous solids, adsorption-desorption
reactions, and diffusion coupled with external mass transfer. This work provided key insights that
would develop later in applications of FR to the study of adsorption and diffusion processes
within porous heterogeneous catalysts.

Eigen>> studied fast chemical reactions in solution using several types of relaxation
methods. He developed mathematical treatments for step, pulse, and frequency perturbations and
obtained kinetic constants for several acid-base and hydrolysis reactions. Eigen and deMaeyer>6
later provided a comprehensive treatment of relaxation methods, which included the theoretical
basis of FR methods for determining the kinetic constants of chemical reactions.
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Naphtali and Polinski®0.01 first apphed small amplitude FR methods to adsorption
processes in porous catalytic solids. They studied the rate of adsorption of hydrogen on
supported Ni. For the specific case of a Langmuir rate equation, they derived FR functions for
a closed system subject to sinusoidal volume fluctuations of small amplitude. This response
function was separated into components that were in-phase (real) and out-of-phase (imaginary)
with the applied volume perturbation. The latter component separates the response of different
types of sites on non-uniform surfaces.

Evnochides and Henley3 also made important contributions to the development of FR by
measuring the solubility and diffusivity of ethane in polyethylene films. Their work clearly showed
how the capacities (solubility) and dynamics (diffusivity) can be obtained simultaneously from FR
data.

After these pionering studies3-8,95,56,60,61 yasuda and co-workers®2-74 significantly
extended the application of FR to a wide range of physical and chemical processes. Two seminal
papers, one on adsorption®2 and one on diffusion®3, best illustrate the key contributions of this
group. This work combined a unified theoretical approach, lacking in previous studies, with an
effective design of experimental methods. New users of FR techniques almost invariably follow
these experimental methods and interpretation procedures, particularly the form of the response
functions proposed for adsorption and diffusion processes by this group.

Several other investigators later applied FR methods to the study of diffusion and adsorption
in porous adsorbents and catalytic materials. Rees and co-workers’>-83 have extensively
examined the diffusion of gases within zeolites. Marcelin and co-workers®4-87 have examined
the role of supports and promoters on the kinetics of hydrogen adsorption on supported Rh
catalysts. Li et al.88.89 determined adsorption and desorption constants of CO on a Pt/SiO;
catalyst by using frequency-modulated concentrations in a flow system combined with infrared
measurements of the CO surface concentrations.  Our own recent work in this area®0 has
extended the applications of FR methods to diffusion and coupled diffusion-adsorption processes
within mesoporous materials. These materials and processes were not previously examined
because of experimental contraints and because appropriate theoretical response functions were
unavailable.

The preceeding discussion provides a brief historical perspective of the most critical
developments in the evolution of the FR technique. Additional details about the experiments,

concepts, and applications are discussed in the sections that follow.
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2.  Concepts and Applications of FR
2.1 Approach

The basic principle of FR methods is that a system subject to a periodic perturbation
produces a periodic response that has a lower amplitude and is shifted in phase (phase lag) with
respect to the input®1-93. The magnitude of the amplitude attenuation and the phase lag are
directly related to the capacity and dynamics of the rate processes occurring within the system.
The input signal in closed systems is typically a sinusoidal vanation in volume; in open systems,
sinusoidal changes in concentration or flow rate are common.

FR techniques have been used to study many physical and chemical phenomena in flow and
batch systems (Table 1). Though the basic principles are common to all FR applications, our
discussion focuses on gaseous batch systems subject to sinusoidal volume perturbations. This has
been the preferred route for obtaining kinetic parameters in porous adsorbents and catalytic
materials. Volume changes are attractive because of their experimental simplicity and because
the rate of diffusion and surface reactions typically responds to the resulting change in gas phase
concentration.

2.2 Experimental Methods

FR expeniments usually involve a harmonic perturbation of the volume of a closed system
using bellows or moving plate devices coupled mechanically to rotary motors. The resulting
change in pressure is attenuated by the capacity of the solid to accommodate this pressure change
through adsorption, diffusion, or reaction processes that decrease the number of molecules in the
surrounding gas phase. The system pressure or concentration must be monitored with high
accuracy and fast time resolution in order to establish the signal attenuation and the phase lag
between the volume and pressure fluctuations at each forcing frequency. Pressures or
concentrations are usually measured using pressure gauges with rapid response, mass
spectrometry, or other concentration-sensitive analytical methods.

These measurements are especially challenging at the low and high frequency ends of the
spectrum. Amplitude changes and phase lags must be acquired over several (5-10) steady-state
cycles; thus, the number of data points and the time requirements are quite extensive at low
frequencies (< 0.1 Hz), where accuracy is essential to establish the capacity of the dynamic
process. At high frequencies (> 5 Hz), pure sine waves are difficult to generate without higher
harmonics. In addition, data must be acquired rapidly in order to ensure a sufficient number of
experimental data points (> 50) within each fluctuation period and accuracy becomes essential for
detecting the presence of several concurrent fast processes within the dynamic system. At both
high and low frequencies, phase lags become small and data acquisition and analysis methods
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must be able to detect accurately phase lags of order of 0.1% of a fluctuation period and
amplitude attenuations of the order of 1% of the total amplitude change.

Open systems have also been used to measure chemical reaction rates on porous
solids>88,89  In these systems, concentration changes are imposed to the inlet stream by
synchronized mass flow controllers or by reciprocating pistons. The resulting changes at the exit
stream>, or in the adsorbed phase88,89, are measured using mass spectrometry, surface-sensitive
spectroscopies, and other analytical techniques. Mathematical and experimental descriptions of
harmonic perturbations in open systems have been recently discussed by Schrieffer and Sinfelt94.

The experimental set-up and methods of our closed FR system are typical of those reported
by others00,61,63,80 " Qur apparatus consists of a closed system volume (142 cm3, all quartz)
contained within a controlled temperature box (223-423 K) and evacuated by mechanical and
turbomolecular pumps to pressures as low as 10-9 Pa. The sample cell can be locally heated to
higher temperatures (873 K) by placing it within a resistively heated furnace. The system volume
is designed to minimize hydrodynamic delays and can be perturbed by small sinusoidal
fluctuations (1.96 cm3, 1.4% of system volume) around its equilibium volume at frequencies
between 0.01 and 10 Hz. All data are corrected by subtracting the response of an identical system
volume containing no adsorbing or diffusing solids. This procedure removes any hydrodynamic
or electronic delays unrelated to the dynamics of chemical and transport processes of interest.

Volume fluctuations are introduced using a stainless steel bellows actuated by a vanable-
speed rotary electric motor fitted with an eccentric cam. The position of the bellows is
determined by a linear variable differential transformer that measures the forcing volume
perturbation. The system pressure fluctuations are measured using a differential pressure gauge
(MKS Model 223 BD, 0-130 Pa) and the resulting pressure and volume data are acquired and
stored using a Dell PC-AT 320 computer and LabTech Notebook software. Turbo Pascal codes
were used to control input voltages to the motor and to calculate phase lags, amplitudes, and
response functions from raw pressure and volume data. Response functions are calculated after
the experiments by subtracting the results of sample and blank experiments over the frequency

range required to access the dynamic processes of interest.

2.3 Data Analysis

FR techniques require theoretical models to describe how the dynamic processes affect the
amplitude attenuation and the phase lag at each forcing frequency. Such models vary widely in
complexity, depending on the type of system and phenomena under study. The model must
account for all dynamic processes involved in order to describe accurately the system response
and the dynamic parameters. This includes any extraneous dynamic processes or delays caused by

instrumentation (e.g., pressure transducers) or reactor hydrodynamics (connecting lines and
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volumes).  Such processes are preferably substracted out of the system response by controlled
blank experiments instead of including their effects in the describing models.

The solution of mass conservation equations for the closed system leads to mathematical
expressions, which relate the system response to the input signal as a function of frequency. Such
expressions contain the system capacities and dynamic constants. These parameters are then
calculated using least squares procedures that minimize the difference between theoretical and
measured response functions.

The magnitude of the input perturbation is usually kept small (< 5%) in order to simplify
the data analysis. This ensures that the describing equations can be used in linearized form, from
which analytical response functions can be obtained. This mathematical benefit, however,
requires accurate measurements of the magnitude and phase angle of small amplitude fluctuations.

Response functions have been usually described by real and imaginary components that
anise naturally from mathematical treatments of the processes using complex variables. We
discuss previous results using this terminology and show later that complex transfer functions
(i.e., the amplitude of the pressure response divided by the amplitude of the applied volume
perturbation) also contain all required information to describe the dynamic response in terms of

their capacities and kinetic parameters.

2.3.1 Available Theoretical Results

In this section, we examine available theoretical results that describe the FR of dynamic
processes in porous catalysts and adsorbents. Specifically, we describe how the mathematical
equations and the FR data are used to obtain the dynamic constants. We review FR functions for
adsorption (2.3.1.1.) and diffusion (2.3.1.2) only. These are the only processes for which
sufficiently general mathematical treatments exist. The treatment of diffusion is a
phenomenological description developed for zeolitic matenials. OQur more general description of
coupled adsorption and diffusion processes within mesoporous materials is presented in Section
232

A general theory for describing the FR of open or closed systems undergoing chemical
reactions is not yet available. Specific applications to reactive systems and some early
mathematical treatments are described later in Section 2.4.4. Extensive references to analyses of
other applications of FR methods are given in Table 1.
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2.3.1.1  Adsorption

Yasuda®2 generalized the FR study of adsorption-desorption dynamics on non-uniform
surfaces. He derived the following in-phase and out-of-phase response functions based on a
general adsorption-desorption rate equation Rj(P,Sj):

lcosd> -1= Z _KiﬁJ_z_ (in-phase, real) (1)
P 1+ (0 /K_j)
. o/ K_j
\—sind) = z — 7 (out-of-phase, imaginary) , 2)
P 1+(o/ K_j)2
where
JR; R
Kj=mH 20| and K_j=-| =2 (3)
Vel oP S
€ e

The measured quantities v, p, and ¢ represent the volume amplitude, the pressure amplitude, and
the phase lag between the two, respectively. Eqns. (1)-(3) apply in general for any adsorption-
desorption rate equation Rj. Eqgns. (1) and (2) contain two parameters Kj and K_j for each class
of sites j; these parameters are related to the adsorption and desorption kinetic constants by Eqn.
(3).

The main features of the in-phase and out-of-phase components for adsorption of a single
species are shown in Figure 1, where the abscissa is a dimensionless frequency a)/K_j. At both
low and high frequencies, the out-of-phase (imaginary) component approaches zero because there
i1s no phase lag between the applied volume perturbation and the pressure response; low
frequencies allow sufficient time for the system to respond without delay, while high frequencies
prevent adsorption changes from occurring and the phase lag also approaches zero. The in-phase
(real) component approaches zero at high frequencies because the volume perturbation is not
attenuated by adsorption at the solid surfaces.

As suggested earlier by Naphtali and Polinski®0, Yasuda®? referred to Eqn. (2) as an
adsorption rate spectrum because K_j is determined by the position where local maxima
appeared.  The out-of-phase component reaches a maximum when the forcing frequency equals
K_j (i.e., the characteristic relaxation time of the adsorption-desorption process) and at low
frequencies, the in-phase component approaches Kj/K.j. As shown by Eqn.(3) and the kinetic
rate equation Rj(P,Sj), Kj/K_j becomes proportional to the gradient of the adsorption isotherm:
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K; &s;
K=—J =E[Ti) (4)
-] Vel ¢P R

This result emphasizes that FR is a differential technique that depends only on the local gradient
of the adsorption isotherm near the equilibrium pressure P and not on the amount adsorbed. K
therefore measures the capacity of the kinetic process to respond to changes in pressures.
Accordingly, a saturated surface (K=0, species j) prevents the determination of its kinetic
adsorption-desorption constants during FR experiments; fluctuations in the gas phase composition
of that species do not change its concentration on the adsorbed phase. Another factor that
prevents the detection of dynamic species is the lack of an adequate range of experimental
frequencies. When these frequencies (©) are compared to the characteristic relaxation times of
the adsorption-desorption processes (K_j), two main cases can be distinguished:
a) Kj<o: low frequency limit-too fast to detect slow processes; no response appears on
either the real or the imaginary components of the response function, and
b) K, > o: high frequency limit-too slow to detect fast relaxation processes; a flat
horizontal line appears on the real response function while no corresponding peak is
observed on the imaginary component.
The first case (a) provides no information about adsorption-desorption dynamics. The second
case (b) gives information on the capacity (K) but not on the kinetics of adsorption. Only when
(K. pfast < o< (Kj)slow can the FR experiments reveal the capacities and kinetics of every
adsorption-desorption process involved.
For non-dissociative Langmuir adsorption [de/dt=Rj=kajP(N-Sj)-kdjSj], the parameters K;
and K_j become:

K_j=kgjPe +kgj and Kj _RT N (5)

Vv ~1 ~1
e l‘aj +l"dj P

The validity of the Langmuir expression can be confirmed by the correct dependence of K and
K; on Pe and 1/Pe, respectively. For molecules that dissociate on a  non-uniform
surface [dSj/dt=kajP(N-Sj)2-kdjsz], K; and K- are given by87:

2
K_j=2NkgkgiPe and K=y | =i iz 2
e (l»;aj +l»:dj Pe *)
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In this case, the dissociative Langmuir rate equation requires that both K.J and /J— be
proportional to JPe. Expressions for K; and K can be readily derived for other adsorption rate
equations by simply using the deﬁnmons given in Eqn.(3). Examples of the use of Eqns. (5)-(6) in
adsorption-desorption processes are discussed in Section 2.4.1.

2.3.1.2  Diffusion
Here, we briefly review the equations required to describe the system FR for diffusion
processes occurring within porous slabs or spheres. The matenial balance and boundary condition
at the particle surface:
oC

E:szc, C(ry,1) = KP(1), (7)

leads to the following in-phase and out-of-phase components of the pressure response65:

—cos¢ -1= Kl( sinhn + sin n ) (slabs) (8)
n\ coshn+cosn
= Ki( sinhn - sinn ) (spheres) %)
n\ coshn —cosn
lsmd) - Kl[ sinhn —sinn ) (slabs) (10)
n\ coshn +cosn
-4t M) 1 (spheres) (11)
n| 2\ coshn—-cosn) n

K is again proportional to the gradient of the adsorption isotherm and it is explicitly given by Eqn.
(4). The dimensionless frequency v is defined as

)1/2 (12)

n =(2(or§ /D ,
where rg, is the sphere radius or half the thickness of the slab.

These response functions contain an effective Fickian diffusivity (D) and a capacity term
(K) as the only parameters required from experimental measurements of v, p, and . Figure 2
illustrates the in-phase and out-of-phase components for diffusion processes within porous
spheres; its qualitative features also apply to slab and cylindrical particles. This figure shows that
the in-phase component approaches the value of K asymptotically as o decreases. . This low
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frequency limit reflects the capacity of the porous particle to "store" molecules within its pore
volume as the pressure varies during one sinusoidal fluctuation (i.e., the gas fully penetrates the
particles during one cycle). In contrast, both components approach zero asymptotically at high
frequencies. This high frequency limit occurs when the diffusion relaxation time is greater than
the characteristic period of the fluctuation and molecules cannot penetrate the porous particles
during one cycle.

The conservation equation (7), used to derive the FR functions (Eqns. (8)-(11)), contains
only an average concentration (C) and effective diffusion coefficient (D), which do not explicitly
distinguish between intrapellet gas and adsorbed phases. This appears to be the only description
available from our limited knowledge about the nature of the phase contained within small-pore
materials such as zeolites. It does not generally apply to mesoporous structures (mean pore radius
> 20A), within which adsorption and diffusion occurs concurrently in distinguishable gas and
surface phases. As we show in the following section, this distinction allow us to account
explicitly for the rate of interchange between gas and surface phases and for their respective

diffusivities in these two phases.

2.3.2 New Mathematical Treatments

In the previous section, we described FR functions for independent adsorption and diffusion
processes. Such equations do not account for the coupling of reaction and transport processes
occurring in series. Here, we show how mathematical perturbation techniques offer an efficient
method to derive general transfer functions when several dynamic processes occur simultaneously.
We illustrate this approach by obtaining analytical transfer functions for coupled adsorption, gas-
phase diffusion, and surface diffusion of multicomponent mixtures within mesoporous solids.
These generalized transfer functions contain the results described in Section 2.3.1.1 and 2.3.1.2
as special cases for uncoupled adsorption and diffusion processes.

Our objective here is to outline a procedure for obtaining general FR transfer functions for
mesoporous materials in analytical form. In this derivation, we make some simplifying
assumptions. Extending the analysis to non-equimolar reacting systems is straightforward but
not considered here because of the lack of generality introduced by the selection of case-specific
reaction mechanisms.

We consider a closed system of volume V, containing M species initially in equilibrium with
a mesoporous material of total pore volume Vp and density Pp- Ve is the total volume of the
system, excluding the volume occupied by the particles. The system volume is varied sinusoidally
with a small amplitude at each frequency . The particles are assumed to be of uniform size, rg,
where () is half the thickness of a slab or the radius of a cylindrical or spherical pellet. The

internal solid surface is assumed to be energetically non-uniform, allowing species to adsorb with
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different binding energies and kinetics onto L distinct types of sites. The adsorption on each type
of site can be either molecular (a=1) or dissociative (a=2).

We also assume that mean free paths for each species are greater than the mean pore radius
of the mesoporous particles. This corresponds to Knudsen diffusion within particles, for which
individual diffusivities depend on pore size, temperature, and molecular weight but not on the
presence or the identity of other molecules. This assumption is accurate for most molecules
within high surface area adsorbents and support matenials at usual catalytic conditions of pressure
and temperature.

The conservation equations and boundary conditions for gaseous species (n=1,...,M) within

mesoporous particles are:

- L M
aC
=0 D72 - pp 3 [kaneCn(N= 3 $)™ = KaneS] (13)
£=1 =1
Cn(r,t)= PR(T‘) 6?"(o,t)=0; Cn(r,00=Cpe (14)

where C, and Dy, are the molar concentration and effective diffusivity of species n within pore
voids, and kapne and kgpe are the adsorption and desorption constants of species n on sites of
type {. Pp(t) is the partial pressure of species n within the extrapellet system volume.

The corresponding matenal balances and boundary conditions at pore surfaces within the

mesoporous structure are:

&Sn M 15
£n -4 vis, + Z [kan/Cn(N = 3 S™ ~Kgn(S¥] (15)
< =] 1=1

1/0. -~ 16
Sy (1o, 1) = N[an’cn(ro ol - %ﬂ(O.t):O; $;(r.0) =Spe (16)

1+Z [K(Cj(ro. t)]”“
j=1

where S, and d,; are the molar concentration and effective diffusivity of species n on  pore
surfaces, and Ky is the ratio of adsorption and desorption constants of species n on sites of
type £. N is the saturation coverage at the conditions of the experiment.

For a closed system, mass conservation of each species n requires that:

d|PpV

o ¢ oo , (17
— =+ — VpCp +Spld(—) [=0 )
il RT Jo S(ro) [VpCn +Snl (ro)
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s is a geometric factor that equals 1, 2, or 3 for slabs, cylinders, or spherical particles,
respectively. As discussed earlier, we have separated the amounts adsorbed on the surface (S;)
from those contained within intraparticle gas phase voids (Van). Our approach also separates
dynamic processes occurring within each phase and their respective capacities.

Equations (13)-(17) completely describe the dynamic behavior of a closed system perturbed
from equilibrium by a change in the system volume. As shown in the Appendix, the pressure
response of this system is described by the following analytical transfer function:

H(iw) = v Yn (18)

H(io) contains a real and an imaginary component and describes the simultaneous (gas and
surface) diffusion and adsorption of M species onto L distinct types of sites. In analogy with the
FR response functions of Sections 2.3.1.1 and 2.3.1.2, the following relationships apply:

p/v=|H(io)|= V[Re(H)]? + Im(H)]? (19)

¢ = tan" ! [Im(H) / Re(H)] (20)

Eqn. (18) conveniently describes the system FR and contains the same information as the
real and imaginary components used in previous studies. Its derivation uses mathematical
perturbation techniques that are easily extended to multiple simultaneous processes. The form of
the transfer function also provides useful physical insight into how coupling between dynamic
processes is reflected in the response curves. For example, the magnitude of the transfer function
H (Eqn. 19) is always less than or equal to one and is a direct measure of the amplitude
attenuation undergone by the input signal, i.e., it measures the amplitude ratio between the
pressure response and the volume perturbation. The phase lag between the applied and the output
signal is simply given by Eqn. (20). Also, the value of the denominator at low frequencies gives
the sum of the capacities of all dynamic processes accessible in the experimental frequency range.
Thus, Vp/Ve is the capacity associated with the diffusion process, which is a pore volume shared
by all diffusing species, while V/V, is the capacity associated with the adsorption process of
each species n on the pore surfaces; E, and F,, are their corresponding dynamic terms, which
measure the rate at which the void and surface reservoirs share molecules with the extrapellet gas
phase at each forcing frequency. These features reinforce the usefulness of the classical Bode
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diagrams (“H(im)” vs. © and ¢ vs. ©), customarily used in the analysis of FR data in many
engineering application591'93. Figures 3 and 4 show the equivalent Bode diagrams for the
adsorption and diffusion examples presented in Figures 1 and 2, respectively. These figures
provide a direct representation of the amplitude attenuation and phase lag as a function of the
applied frequency.

The analytical transfer function H(iw) contains all the special cases derived previously
(Sections 2.3.1.1 and 2.3.1.2) for independent diffusion and adsorption (dissociative and
molecular) processes within particles of slab, cylindrical or spherical geometry. Such limiting
cases can be obtained by appropriately selecting the parameters M, L, s, dp,, and a that appear in
Eqn.(18) and related formulae in the Appendix. For example, the transfer function for coupled
gas diffusion (d;=0) and non-dissociative adsorption (a=1) of a single species (M=1) on
homogeneous sites (L=1) within spherical particles (s=3) becomes:

H(io) =— ! — . 1)
1+—pE1+—1F1
ve vC
where
E; =3(cothy)-1/yq)/ vy, F =2AE; (22)
A=kq11/[kd11/(1-S1e/N)+io];  w? =(ior2 /D1)[1+ppSieh/Cle] (23)

For pure diffusion (S1=0), Eqns. (21)-(23) confirm that the real and imaginary components
of H (expressed as (v/p)cos¢—1 and (v/p)sind, respectively) approach each other and tend
asymptotically to zero at high frequencies. The imaginary component also approaches zero at
low frequencies, whereas the real component approaches V,/Ve. This latter limit, which can also
be written as (RT/Ve)dn,/dP| (ny: total number moles contained within the pore voids), is
directly related to the capacity of the porous solid to accommodate a fluctuation in pressure.
Clearly, for non-adsorbing mesoporous solids, the capacity i1s given by the intraparticle pore
volume divided by the total volume of the system. The real and imaginary components for
diffusion given by Eqn. (21) are identical to those previously shown as Eqns. (9) and (11).

For pure adsorption-desorption processes (Vp=0 and Dj=w), the real and imaginary
components of the response function H are also identical to those denved in Section 2.3.1.2
(Eqns. (1) and (2)). Our derivation shows how independent adsorption and diffusion processes
can be recovered from an overall transfer function and, more importantly, how this transfer
function rigorously accounts for the coupling between these processes when they occur at
comparable time scales. Obviously, when diffusion is very fast compared to adsorption, coupling
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between the two processes does not occur and the transfer function naturally segregates the
adsorption-desorption process at the lower frequencies and the diffusion process at the higher
frequencies. Thus, during the period of one fluctuation, rapid diffusion quickly establishes
thermodynamic equilibrium between the extraparticle system volume and the intraparticle gas
phase. This situation separates the dynamics of the adsorption process from transport effects and
allows measurements of pure adsorption kinetics. It is often achieved in practice by decreasing
the size of the porous particles.

When adsorption-desorption processes are much faster or occur in a time scale comparable
to diffusion processes (as is common in many applications), the coupling is unavoidable.
Therefore, the intraparticle transport rate is insufficient to establish thermodynamic equilibrium
with the external particle surface within one perturbation period (except at very low frequencies)
and the molecules adsorb as soon as they penetrate the particles. The net effect of simultaneous
or fast adsorption is to impose a greater load to the diffusion process (Eqn. 23; last term in square
brackets). The use of transfer functions for diffusion, which ignore fast adsorption-desorption
processes is incorrect. Similarly, the mere addition of adsorption and diffusion transfer functions

to describe the overall process dynamics is also incorrect.

2.4 Applications

In Sections 2.3.1.1 and 2.3.1.2, we introduced the basic features of the FR of adsorption
and diffusion processes in batch systems subject to small volume perturbations. Here, we
summarize some key experimental studies, verify the theoretical concepts, and illustrate the
historical development of these techniques. We select examples of their use in measurements of
adsorption and diffusion rates within zeolites and mesoporous solids. Also, we cntically evaluate
the advantages and complexities of the FR technique in the study of dynamic phenomena in gas-
solid systems.

We continue to make a distinction between the concepts and results applicable to zeolites
and to mesoporous structures, consistent with our discussion in Section 2.3.2. This distinction is
required in order to account for intrinsic differences in the mechanistic details involved in diffusion
and adsorption within small and large pore matenals.

2.4.1 Adsorption

Naphtali and Polinski 60.61 first used a FR technique to study the dynamics of adsorption-
desorption processes on heterogenous ‘catalysts. They established theoretically that the imaginary
component of the response function isolates the contributions from distinct adsorption-desorption
processes with different relaxation times (i.e., a linear superposition principle). They described

this function as an "adsorption rate spectrum" because distinct, although broad, maxima appear at
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certain characteristic frequencies. The location of the maxima reflect the relaxation times of one
or more species in dynamic equilibrium with the surface.

They verified experimentally that several forms of adsorbed hydrogen could be detected on
Ni surfaces by varying the frequency of the volume modulation. Two maxima appear in the
imaginary component of the response function (Figure S), suggesting that the system response
consists of at least two kinetic processes occurring in parallel but with different characteristic
relaxation times. A curve-fitting analysis using Langmuir rate equations suggested that four
species were required in order to describe the measured adsorption rate spectrum. The
characteristic relaxation times of those four species are shown by the arrows in Figure S.

Naphtali and Polinski®0.61 showed that the FR of a closed system was suitable for the study
of kinetics of adsorption and desorption on non-uniform surfaces. The results of Figure 5,
however, also reveal a difficulty with the technique: a deconvolution process is still required to
determine accurately the number of distinct species or sites contributing to the measured
adsorption rate spectrum. In this case, four species led to only two broad peaks in the spectrum.
Unfortunately, it is a feature of FR that each contributing species does not appear as a narrow
individual peak in the rate spectrum (see Figure 1), but as a peak extending over a broad
frequency range and possibly overlapping with other adsorption or diffusion processes. In
general, the response function is a complex "fingerprint", whose mathematical deconvolution into
individual species may not be unique. This becomes a serious limitation when relaxation times for
several species or processes are similar and the resulting features cannot be uniquely isolated
using curve fitting or deconvolution procedures.

Yasuda62,63 provided strong evidence for the reliability and accuracy of FR methods in
studies of adsorption processes, clarified several important aspects related to experimental
procedures and requirements, and developed a rigorous mathematical framework to obtain the
kinetic parameters for arbitrary adsorption kinetics from FR data. These contributions were
critical to the evolution of FR techniques to their present state.

Figures 6-8 illustrate Yasuda's key contributions to the study of adsorption kinetics using
FR techniques®3. Figures 6 and 7 show the real and imaginary response functions for ethylene
adsorption on ZnO at 253 K. He used Eqns. (1) and (2) and least squares fitting procedures to
determine that three kinetically distinct species (I, II, and III) were required to describe the
response data (dashed lines in Figures 6 and 7). He concluded from his analysis of the response
functions that species I was involved in an adsorption-desorption process with a very short
relaxation time, which could not be accessed in his experimental frequency range; therefore, a
corresponding peak did not appear in the imaginary response function (Figure 7). He described
species I as physisorbed ethylene. By varying the ethylene pressure, he showed that species II
and III corresponded to chemisorbed ethylene obeying a Langmuir adsorption equation (i.e., the
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parameters K; and K.j followed the pressure dependence suggested by Eqn. (5)). Yasuda's®3
findings were in good agreement with independent steady-state chemisorption measurements by
Dent and Kokes?5.

Yasuda®3 noted that species I-III, whose amount is proportional to the height of the real
response function in the limit of zero frequency in Figure 6, could not account for all the ethylene
adsorbed on ZnO and measured independently from adsorption isotherms at 253 K (Figure 8).
He proposed that a species IV (dashed circles), which remained after desorption of species I-III,
desorbed very slowly and its relaxation time was much longer than those accessible in his FR
apparatus. He suggested that such species also exhibited a Langmuir behavior and could be
dynamically detected by carrying out experiments at much lower frequencies and ethylene
pressures. ‘

The experiments described in Figures 6-8 also illustrate other important features of FR
technjque563. First, fast adsorption-desorption processes may not be accessible even at the
highest experimental frequencies and do not appear in the adsorption rate spectrum (imaginary
response), they are, however, detected as a contributing capacity in the real response function. In
such cases, only the capacity but not the kinetics of the process can be determined from FR
measurements.  Also, comparisons of the value of the real response function at very low
frequency with capacities calculated from adsorption isotherms provides a measure of what
fraction of the absorbing sites are detected in the FR experiment. FR measurements cannot
account for all available sites when experimental frequencies do not span the longest relaxation
times of adsorbed species, because such species become permanently "trapped" at the solid
surfaces during the period of one fluctuation.  Another rather common situation can prevent the
detection of adsorbed species, even when the frequency range spans the adsorption relaxation
times; it occurs when sites are saturated with adsorbed species (K=0) at the conditions of the
experiment, because the FR method is sensitive to the gradient of the adsorption isotherm and not
the amount adsorbed.

Marcelin and co-workers34-87 and Gonzalez and co-workers38.89 contributed several
important advances and illustrative examples in FR measurements of adsorption dynamics.
Marcelin et al.87 examined the role of support and promoters on the kinetics of hydrogen
adsorption on supported Rh catalysts (Figure 9). They observed several kinetically distinct sites,
on which adsorption dynamics varied with changes in support, promoter, and adsorption
temperature. At low temperatures (321 K, not shown), the pressure dependence of the kinetic
parameters Kj and K_j suggested non-dissociative Langmuir kinetics. At high temperature (433
K, Figure 9), however, the pressure dependence of adsorption rates showed that the adsorption
occurred with dissociative Langmuir kinetics (Eqn.(6)).
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Li et al.89 determined adsorption and desorption rate constants of CO on Pt/SiO; by
modulating the gas phase concentration in a flow system and measuring the resulting fluctuations
in CO surface concentration using infrared spectroscopy. In their treatment, kinetic parameters
could be determined from a discontinuity of the phase lag response at a critical frequency, i.e., a
resonant frequency at which the residence time in the reactor becomes equal to the relaxation time
of the adsorption-desorption process. Figure 10 shows this discontinuity of the phase lag at two
different temperatures. An attractive feature of their approach is the direct monitoring of the
concentration of adsorbed species during frequency modulation of gas phase concentrations.

2.4.2 Diffusion
2.4.2.1 Zeolites

Evnochides and Henley? first applied FR techniques to diffusion by measuring the diffusivity
of ethane within low density polyethylene films using a closed system subject to small sinusoidal
changes in pressure. They related the amplitude ratio and phase lag to the diffusivity and
solubility of a gas within the permeable polymer. Figures 11 and 12 show the excellent agreement
they obtained between theoretical predictions (solid lines) and experimental results (open squares
and circles). Their estimates of effective diffusivities were in close agreement with those obtained
using other transient techniques.

In their study, a very narrow frequency range (less than one decade) was sufficient to
produce measurable changes in both amplitude attenuation and phase lag. Experimentally, this is
very convenient because it requires data acquisition at only a few discrete frequencies. Also, the
excellent agreement between theory and experiment suggests that other kinetic processes did not
interfere with diffusion in their experimental frequency range. As a result, they concluded that
measurements at a single frequency were sufficient to determine the solubility and diffusivity of
ethane in the polymer film. Overall, Figures 11 and 12 illustrate classical results of the FR method
(Bode diagram) relating the attenuation of the input signal and the phase lag of the response to
the forcing frequency.

Yasuda®5 extended the use of the FR methods to determine diffusivities of gases within
zeolitic solids. In his treatment, he preserved the mathematical framework developed previously
for adsorption-desorption processest. The response functions were again expressed in terms of
real and imaginary components, but now contained the diffusion capacity and the diffusivity as the
parameters required from experimental data. This theoretical framework provided the basis for
his many later studies of diffusion of various molecules and their mixtures within zeolitic solids®7-
71,73,74  Rees and co-workers’5-83 have extensively applied the formalism of Yasuda to
diffusivity measurements in zeolites and also extended the experimentally accessible frequency
range. In what follows, we highlight some key examples that illustrate the validity of the
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theoretical analyses and also some complications that must be rigorously treated in order to
describe accurately the experimental system response.

As discussed in Section 2.3.1.2, FR measurements of diffusion within zeolitic solids have
been described using models that do not distinguish between diffusing and adsorbed phases
within zeolite channels. These models treat the dynamic process as diffusion into a pore space
with a reservoir capacity equivalent to the sum of the geometrical channel void and any
adsorption volumes and equal to the total uptake during adsorption isotherms. This assumption
is unlikely to hold when loosely bound and strongly bound forms of the molecule co-exist within
channels and interconvert slowly compared with the diffusive process. As we discuss below,
many of the unusual features detected in the applications of FR to zeolitic systems may reflect the
use of these incomplete models for the description of the intrinsically coupled adsorption and
transport processes.

In the first application of FR methods to diffusion within zeolites, Yasuda®> examined the
diffusion of Kr in Na-mordenite at 253 K. These measurements demonstrated that FR techniques
detect the dynamics of intracrystalline diffusion processes (Figure 13). Experimental data (circles
and square symbols) and the best theoretical fit (solid curve) are in excellent agreement, but the
real and imaginary response functions do not meet at high frequencies, even though this is
predicted by theoretical treatments of pure diffusion (Figure 2). Yasuda suggested that this
disagreement between data and model reflects the presence of a fast intercrystal diffusion process
with relaxation times much shorter than those accessible even at the highest frequencies of the
experiments. The capacity of this intercrystal reservoir (expressed as a fraction of the total system
volume) is given by the magnitude of the dashed horizontal line in Figure 13.

This proposal is not unreasonable given the samples used, which consisted of compressed
pellets (approx. 1 mm diameter) of micron-size zeolite crystals and containing intercrystal
mesoporous voids with effective diffusivities much larger than those within zeolite channels.
Equally reasonable and able to describe the form of the curves in Figure 13 is the proposal that
adsorption occurs within zeolite channels with rates comparable to those of diffusion, thus
introducing an additional delay and a distinct reservoir into the models used to analyze the
experimental results. (See analysis of coupled adsorption and diffusion within mesoporous
structures in Section 2.3.2.) This ability of more than one physical mechanism to describe with
equal likelihood available experimental results underscores the critical need for rigorous
accounting of all relevant dynamic processes accessible in FR measurements.

Another example of subtle features that can easily lead to erroneous diffusivity values is the
effect of zeolite crystal size on the shape of the response curves. Figure 14 shows diffusivity
response data for Kr diffusion in zeolite A at 195 K and the best simultaneous fit of the real and
imaginary response functions assuming the crystals to be of uniform size (dotted line)®7. The
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discrepancies between the data and the model suggest that, besides diffusion, other processes may
occur simultaneously during the FR experiment. It would indeed be tempting to propose that Kr
may diffuse differently along various crystal directions or that various forms of intracrystalline Kr
exist and diffuse differently from each other. Each of these assumptions introduce additional
parameters that would improve our ability to fit the FR results, but which detract from the
appropriateness of the models if the proposed representation is unrelated to the true cause of the
observed effects.

Yasuda®” 6pted for the simplest physical explanation of the observed discrepancies: that a
distribution of zeolite crystal size, observed experimentally, broadens the response curves
compared with the theoretical predictions. Indeed, when this correction was introduced into the
response functions, he obtained much better agreement with the data (Figure 14, solid line)
without introducing additional adjustable parameters or physical processes, but only an
experimentally derived crystal size distribution.

In another study, Yasuda, et al.73 found that FR methods gave diffusivities for light
paraffins within zeolite A very different from those obtained from pulsed-field gradient NMR and
adsorption rate measurements (Figure 15). Diffusivities for methane, ethane and propane
measured by FR methods were about 10 times larger that those obtained from adsorption uptake
rates and about 103-104 times smaller than those from nuclear magnetic resonance (NMR)
methods. These authors did not give any explanations for these puzzling results. Clearly, the
three methods probe the ability of molecules to move, but within different length scales. NMR
measures local mobility within the distance that molecules probe during the time of an NMR pulse
(10 nm); FR methods probe mobility over distances traveled during the period of one fluctuation
(100 nm-1000 nm). Adsorption rates, in turn, require mobility over the entire crystal size (1-10
microns). Thus, the presence of irregular channel structures and pockets and of zeolite structural
defects tends to decrease the effective diffusivities as molecules probe larger distances and sample
more of these features.

Similar differences among diffusivity values obtained by these various techniques were also
reported by Biilow et al.”6 for ethane and propane within large (unpelletized) crystals of ZSMS5.
They suggested that diffusivities measured in their FR methods were influenced by the depth of
packed-beds of zeolite crystals because of intercrystal diffusion processes with relaxation times
proportional to bed height.  Later studies by the same group77’80 showed how the diffusion
coefficient of ethane in silicalite (a pure Si form of ZSMS) varied with bed height (Figure 16). A
four-fold decrease in bed height (2.4 to 0.6 g of silicalite) increased the apparent diffusivity by a
factor of about 5, consistent with an intercrystal transport resistance proportional to bed height.
When small amounts of silicalite were dispersed in glass wool, diffusivities increased by an
additional factor of 102 and approached values similar to those obtained from NMR methods.
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This study77,80 concluded that NMR and FR methods give similar diffusivity values provided
that very shallow beds are used in the latter measurements. Yet, the earlier work of Yasuda73,
where bed height effects are less severe because large compressed pellets of zeolite crystals were
used, still detected significant differences among the three diffusivity methods.

Later studies revealed other unusual features that could not be accounted by the simple
diffusion model of Section 2.3.1.2. For example, Yasuda and Yamamoto®8 found that several
dynamic processes contribute to diffusion of propane within zeolite A at 253 K (Figure 17). They
concluded that experimental response curves reflected contributions from two additive
(independent) diffusive processes, associated with tightly and loosely bound species within zeolite
channels. Indeed, two independent diffusion processes with diffusivities differing by a factor of
104 describe the experimental results well (solid line in Figure 17).

Their model requires that the two types of intracrystalline propane do not interconvert or
interact with each other. It is very surprising that intracrystalline propane diffusion can occur via
two independent processes, considering the regularly intersecting channel structure of zeolite A.
It is much more likely, and equally adept at reproducing experimental results, to consider that only
one diffusion mechanism exists (that of loosely-held intracrystalline propane) and that a slow
adsorption process interconverts loosely and strongly adsorbed species. This proposal now
rigorously couples diffusion and adsorption steps, which cannot be described by previous
diffusion models®8, but require instead treatments such as those developed in Section 2.3.2. The
lumping of adsorption and diffusion in previous FR studies of zeolite diffusion restricts our ability
to account for their coupling as molecules move within intracrystalline zeolite channels.

Shen and Rees®! reported similar unusual features for n-butane and 2-butyne within
silicalite. For 2-butyne, they proposed two additive and independent diffusion processes in order
to describe their experimental response functions (Figure 18) and suggested that they are
associated with diffusion within straight and sinusoidal channels in silicalite. Their data suggest
that diffusion within straight channels is about ten times faster than within sinusoidal ones. More
recently, the same authors83 proposed a similar dual diffusion mechanism to describe the diffusion
of p-xylene in silicalite at 395 K and 0.43 Torr. Yet, they found®2.83 that only straight channel
diffusion was required to describe the FR curves for benzene within the same samples, a
surprising result in view of the molecular and diffusive resemblance between benzene and p-
xylene. These FR data may also reflect a slow adsorption process that becomes more important
for p-xylene than for benzene within silicalite channels.

The additive nature of the response functions used by Shen and Rees81.83 to interpret their
FR data requires that diffusion within straight and sinusoidal channels occur independently and
without kinetic communication between the two channel structures. Clearly, the two types of
channels in silicalite are likely to have different capacities and diffusion dynamics. Yet, silicalite
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structures consist of two types of channels that intersect once in every unit cell, suggesting that
penetration by a diffusing molecule can occur by using the more efficient channel to fill the other.
Thus, diffusion occurs by sequential processes in which straight channels are able to conduct
molecules even at high frequencies to within a unit cell distance of every point in each sinusoidal
channel. Then, the process cannot be described by two independent diffusion mechanisms and the
mathematical treatment used by these authors is at best incomplete. These arguments would
suggest that straight channels act as feeder pores for the sinusoidal ones and that the diffusion
dynamics are exclusively associated with mobility within the larger channels. Just as likely is that
diffusion occurs within both channel structures with relaxation times that are similar within the
frequency resolution of their response measurements, and that the additional process is one of
slow adsorption, which decreases the rate at which the diffusing species and the adsorbed phase
interconvert.

Diffusion of binary mixtures within zeolites have also been studied using FR methods®8-
71,83 Figure 19 shows the example of CH4-Kr mixtures within zeolite A at 195 K68 The real
and imaginary components suggest the presence of more than one dynamic process at the
conditions of these measurements. The authors used an extension of Fick's law to binary mixtures
to derive response functions that included self (D17 and D77) and cross-term (D12 and D»1)
diffusion coefficients and which described the experimental results well. They concluded that the
self-diffusivities of CH4 and Kr (D11 and D73) were different from those of the pure components
and that their values varied significantly with mole fraction, a clear indication of molecular
interactions. Similar trends were observed for the system N»-O on zeolite A at 273 K71,

When molecules interact, response functions no longer consist of the sum of the individual
contnbutions from each component in the mixture. An example of interacting mixtures -- p-
xylene/benzene -- in silicalite, was examined by Shen and Rees®3. Their results suggest that p-
xylene diffusivities decreased markedly with increasing benzene pressures, illustrating the
importance of intermolecular interaction even at very low pressures within the cramped confines
of zeolite channels. Unfortunately, these conclusions were reached by analyses of response
functions that apply only for non-interacting mixtures, where components are assumed to diffuse

independently of each other.

2.4.2.2 Mesoporous Materials

In contrast with zeolites, diffusion and adsorption processes within mesoporous solids can
be separated kinetically and geometrically. This leads to rigorous models that separate the
diffusion gas phase, residing within intrapellet voids, and the adsorbed phase, located on the pore

walls.
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In this section, we describe our FR studies of diffusion within mesoporous silicas (Shell,
S980B, 204 m2/g, 1.16 cm3/g, 7.0 nm average pore diameter from Ny physisorption, 3.0 mm
average sphere diameter from optical microscopy). We illustrate the ability of this technique and
of our general theoretical treatment (Section 2.3.2) to detect diffusion and adsorption processes
that occur independently or simultaneously within these structures. In contrast with the analysis
of diffusion in zeolites presented earlier, we use here the generalized transfer function (Eqn.18),
which rigorously distinguishes between intrapellet gas and adsorbed phases. First, we examine
diffusion of non-adsorbing molecules (N2 and Xe) and their mixtures in order to show how
diffusivities and capacities are derived from FR measurements in mesoporous solids. Then, we
present results for diffusion coupled with fast adsorption to show the importance of correctly
accounting for dynamic processes occurring in series.

Figure 20 shows the diffusion FR of N; within silica spheres at conditions where Nj
physisorption uptakes are small (308 K, 16 Torr). Phase lags (and the imaginary component)
approach zero at both low and high frequencies. At low frequencies, the observed change in
amplitude reflects the gas volume required to fill entirely the intrapellet voids and the real
response component approaches its asymptotic value Vp/Ve. As required by the theory, both the
real and imaginary components of the response approach zero asymptotically and concurrently at
high frequencies. At intermediate frequencies, phase lags and amplitude changes contain
information on the dynamics of gas penetration, a process governed by Knudsen diffusion at the
conditions of our experiments.

The data in Figure 20 contains the required information to determine simultaneously both
the diffusivity (D) and the capacity (K) of the solid to accomodate external pressure fluctuations.
According to the analysis in Section 2.3.2, K equals the ratio Vp/Ve for non-adsorbing gases
within mesoporous materials. Thus, if the silica pore volume can be measured independently
(e.g., by He pycnometry or Hg intrusion), one can choose to fit D only while providing the value
of Vp/Ve. The solid lines in Figure 20 show the best fit using a non-linear least squares procedure
to obtain K and D simultaneously. The estimated value of K coincides with the expected value
Vp/Ve, showing that no other kinetic processes are accessible in the frequency range of the
experiments. These results also corroborate the ability of the technique to accurately measure the
intraparticle pore volume (reservoir capacity) of the silica spheres from the low frequency limit of
the experiments. The agreement between the data and the theoretical reponse functions with a
diffusivity value of 4.8 10-3 cm?/s is excellent.

This measured N; diffusivity also agrees closely with values estimated from detailed
transport simulations within coalesced aggregates of microspheres, which accurately describe this
type of mesoporous sol-gel structures?®. In such simulations of non-adsorbing molecules,
effective diffusivities are entirely determined by the velocity of the diffusant, by the size of the
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microspheres, and by the solid porosity. The prediction of these simulations, for the sample and
conditions used to obtain the FR data in Figure 20, is 5.6 10-3 cm?/s, a value very similar to that
required to describe these data (4.8 10-3 cm2/s). Effective Knudsen diffusivity measurements for
non-adsorbing gases at other conditions also agree well with values predicted from these models
and with their expected dependence on temperature (D ~ T0-5), pressure (D ~ P%), and diffusant
molecular weight (D ~ M,,0-5)90.

We have also carried out FR measurements of mixtures of non-adsorbing and non-
interacting gases (N3-Xe) within silica spheres at 398 K. In the Knudsen diffusion regime
prevailing at the conditions of our experiments, molecules collide predominantly with the pore
walls and diffusivities become independent of the concentration and identity of the components in
the mixture. Therefore, this is a case where individual diffusion response functions can be
rigorously added.

FR diffusion data for Xe-N; (50:50, 16 Torr) mixture within silica spheres are shown in
Figures 21 and 22. The solid lines are the predicted responses using effective diffusivities for Xe
and N3, independently obtained from FR measurements using pure components, and the response
functions from Section 2.3.2. Figures 21 and 22 also show the individual response functions
(dashed lines) predicted for pure Nj and pure Xe. As expected, the low frequency limit of the
real response function for the mixture reaches the same asymptotic value as the corresponding
response function for pure Ny (Figure 20) because this limit measures an intrinsic property of the
mesoporous material (its pore volume capacity), which is independent of the diffusion dynamics.
These results demonstrate that FR methods detect Knudsen diffusivities of individual components
in gaseous mixtures, but their respective diffusivities must differ by at least a factor of two.

2.4.3 Coupled Adsorption-Diffusion Within Mesoporous Structures

Isobutane isotherms at 308 K show that isobutane physisorbs on silica at the conditions of
our diffusivity measurements?0. Thus, diffusion processes must not only satisfy the filling (and
emptying) of pore volume during a pressure fluctuation but also a change in the amount adsorbed.
Thus, the capacity of the system, obtained from the low frequency limit of the real component of
the response function, includes contributions from both physisorption and pore volume filling
requirements. This capacity term appears explicitly in the denominator of Eqn.(21).

FR data for isobutane on silica at 308 K are shown in Figure 23. The real response at low
frequencies is larger than for N or N2-Xe mixtures because of the larger effective capacity of this
system for "storing" changes in the external gas phase concentration during a cycle. The solid
lines of Figure 23 were obtained using the transfer function (Eqn. (21)) for a process coupling
rapid isobutane adsorption (i.e., equilibrated adsorption) with gaseous diffusion. The agreement
between the theoretical and the experimental results is again excellent. The additional capacity
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due to the adsorbed phase was also independently measured from the slope of the adsorption
isotherm at the same temperature of the FR experiments. The resulting effective diffusivity of
isobutane in these mesoporous silica solids (3.3 10-3 cm?/s) is very similar to that predicted from
Monte Carlo transport simulations?® within such structures (3.9 10-3 cm?/s). More importantly,
its magnitude properly scales with the difference in molecular weight between isobutane and Nj.
Thus, FR methods and the analytical response functions of Section 2.3.2 can be used to accurately
measure diffusivities in temperature and pressure regimes where significant simultaneous
adsorption of diffusing molecules occurs.

2.4.4 Chemical Reactions

The kinetic behavior of chemically reacting systems has also been examined using FR
techniques in both closed35 and open72.94 sytems. The applications are less extensive than in
adsorption and diffusion processes, but they illustrate the key requirements of the technique to
address kinetic and mechanistic issues in chemical reactions.

Fahidy and Perlmutter3> studied the oxidation of SO on a catalytic Pt wire contained
within a well-mixed closed system by imposing a small sinusoidal fluctuation in temperature. The
temperature fluctuation, which contained higher harmonics, was generated experimentally by
modulating the voltage across a stainless steel wire. Chemical conversion rates were detected by
measuring the pressure changes induced by the non-equimolar oxidation reaction. Their work
was limited by the lack of fundamental chemical and hydrodynamic models of their dynamic
system and by difficulties associated with the mathematical analysis of a system response
containing impure sinusoids.

Yasuda’2 recently extended his earlier studies of adsorption and diffusion to measurements
of kinetic parameters of catalytic reactions within porous solids contained in flow reactors. He
developed the mathematical framework and the experimental apparatus required to access kinetic
processes with arbitrary kinetics. The apparatus consists of a flow reactor perturbed slightly in
concentration by a two-piston system. Phase lags and amplitude changes were obtained by
comparing the reactant and product concentrations at the reactor outlet using mass spectrometry.
The frequency range was limited (< 0.2 Hz) and the only reported application is to the
hydrogenation of propylene on supported Pt, a fairly simple and well-understood catalytic
reaction. Analyses of the response data led to kinetic orders and rate constants that differed
significantly from those reported in previous steady-state measurements on similar catalysts. In
addition, the shape of the response curves could be described only by introducing a new type of
pseudo-kinetic parameter reflecting the response of hydrogenation rates to changes in the
derivative of the dihydrogen pressure, an unusual and previously unreported effect on reaction
kinetic treatments.
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Schrieffer and Sinfelt94 have described a mathematical and conceptual framework for
applications of FR methods to the measurement of the kinetics of adsorption-desorption and
consecutive catalytic steps in flow reactors. In a very elegant treatment, they show how FR
methods yield kinetic information not available from steady-state kinetic methods. Specifically,
steady-state methods give rate constants that include both the intrinsic rate constant for the
reaction of an intermediate and its surface concentration. The two components must be
decoupled in order to calculate intrinsic rate constants (turnover rates), but this can only be done
when independént measurements of surface concentrations are available. Instead, we often
measure the number of certain types of surface sites by titration with probe molecules before
catalytic reactions, and then assume that all sites are covered with reactive intermediates during
catalysis.

FR methods preserve the steady-state and thus the identity and concentration of reaction
intermediates while providing independent measures of both the intrinsic rate constant for a given
site (turnover rate) and the surface concentration of the required reaction intermediates. It is, in
theory, possible to identify the rate of kinetically distinct reaction steps within a catalytic sequence
because the system response contains a frequency component that can access relaxation times of
the several reaction steps. In spite of their obvious usefulness, these techniques have not been
widely used to describe catalytic sequences. Isotopic jump techniques, on the other hand, which
share some of the advantages of the FR methods have often been used in catalysis®7,98.

Finally, frequency-modulation techniques (modulated molecular beam relaxation)37-40 have
also been used in the analysis of surface reactions on oriented macroscopic single crystals. In
these methods, a collimated molecular beam of chemically reactive components is directed at a
reactive surface and then "chopped" by a rotating mask that produces square pulses of reactants
within an ultrahigh vacuum background. Although not truly a steady-state technique, these
molecular beam methods share much of their information content and mathematical framework
with the FR methods discussed in our review.

3. Status and Trends
3.1 Experimental Methods

In Section 2.2, we mentioned several key challenges in the experimental application of FR
techniques to the study of dynamic processes in gas-solid systems. Its use as a standard
analytical probe of dynamic processes still requires significant improvements in the accuracy, time
efficiency, and frequency range of the measurements.

We have recently designed a system that combines acoustically-coupled moving diaphragms
capable of reaching higher forcing frequencies (150 Hz) with two synchronized and identical
closed chambers, one containing the sample and the other an equivalent volume without a porous
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solid sample (blank). This system extends the experimental frequency range well beyond those
presently attainable (~10 Hz) and permits access to faster dynamic processes of special interest in
the study of chemical reactions. It also allows substraction of the sample and blank response in
real-time, a procedure that reduces significantly data acquisition requirements and the need to
calculate amplitudes and phase lags from Fourier-Transform analyses of massive amounts of
stored digital data. The real-time substraction is accomplished using integrated analog circuits
that calculate amplitude attenuations and phase lags from direct comparisons of two electrical
signals.

We are also exploring the use of more suitable forcing signals in order to decrease the
experimental time required to obtain a response function over a wide range of frequency. Long
experimental times are especially troublesome because small sample temperature variations can
induce changes in pressure and in kinetic parameters similar in magnitude to those that we attempt
to measure in the FR experiment. Sample contamination by background impurities in the system
volume can also alter the adsorption and reactive properties of surfaces over extended periods of
time. In order to minimize these effects, we are examining the use of forcing functions containing
several superimposed sine waves of different frequency, as a method for probing the system
response over many frequencies simultaneously. These signals containing multiple harmonic
components (modulated frequency methods) have been suggested previously®® but their
feasibility awaits experimental demonstration.

Another more efficient FR method would use larger fluctuations (non-linear perturbations),
which can change in amplitude between consecutive cycles (modulated amplitude FR). This can
lead to simultaneous measurements of the system response at several concentrations of reacting or
diffusing molecules. These methods increase the complexity of the mathematical analysis, by
requiring the numerical solutions of the full constitutive equations. The benefits of linearized
systems and the resulting compact expressions of the transfer functions in the frequency domain
are no longer available, but the experimental times are markedly reduced.

3.2 Mathematical Analyses

An essential requirement in the interpretation of frequency response experiments is that the
constitutive equations of the system must accurately describe its underlying physical and chemical
mechanisms. This is crucial for the correct estimation of dynamic constants, pore volume, and
adsorption capacities. In Section 2.3.1.2, we showed how the theoretical response functions
based on a simple diffusion equation (Eqn. 7) could not explain the experimental FR data of
certain gas-zeolite systems. A variety of diffusion mechanisms were proposed to describe the
experimental observations, all of them were based on a single pore diffusion equation.
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Interpretation of FR data requires modeling equations that account for all dynamic
processes that respond to the applied perturbations. Besides intraparticle (mesoporous) or
intracrystal (zeolite) phenomena, the FR of porous solids can be affected by other dynamic
processes, whose net effect on the pressure response cannot generally be neglected. Notable
among these are the dynamics and capacities of diffusion and adsorption processes of interparticie
or intercrystal voids and of external mass transfer resistances. Some of these issues have been
recently addressed by Jordi and Dol®0. These authors have theoretically examined the FR of
diffusion and adsorption processes in bidisperse porous materials. They have shown that many
subtle features of the response functions can be correctly described only by accounting for the
coupling of adsorption, diffusion, and mass transfer mechanisms within these composite particles.
Their work illustrates the importance of fundamental models, because seemingly similar response
functions may reflect different dynamic mechanisms sharing similar relaxation times and reservoir
capacities.

Currently, constitutive equations can be formulated with increasing levels of detail and their
solution made possible by improved mathematical algorithms and by marked increases in
computational storage and speed. Fundamental modeling equations, which are inherently non-
linear, can therefore be solved numerically for any type of input perturbation. This provides
incentives and a mechanism for exploring the FR of systems subject to large amplitude
perturbations that no longer need to be restricted to simple harmonic functions. Clearly, this
approach does not benefit from the elegant treatments available for linearized equations, but
offers instead significant advantages of time efficiency by allowing the scoping of a range of
frequencies and amplitudes simultaneously.

We have, for example, numerically solved Eqns. (13)-(17) for a variety of input
perturbations. When the input is a sinusoid of small amplitude, we recover the results of the
analytical transfer function {Eqn. (18)] exactly. By gradually increasing the amplitude of the sine
perturbation, we quantitatively establish the validity of the analytical linear solution of the FR
equations. More importantly, we have also obtained non-linear pressure response functions for
the mesoporous system subjected to heavily damped oscillations and to simultaneous sinusoids of
varying frequency and amplitude. We are currently using these results to design a more efficient
FR apparatus that can speed up the process of obtaining dynamic parameters in porous catalytic
solids.

3.3 Chemical Reactions
The potential of FR methods in the analysis of the dynamics of complex catalytic sequences
remains unexploited®4, a result of historical experimental and theoretical hurdles that have been

mostly overcome today. Highly accurate electronic flow controllers with fast response are now
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readily available and can be used to introduce small perturbations in either concentration or
isotopic content into a flowing stream. Mass spectrometry has evolved into a rapid analysis
technique with improved mass resolution and response time. The mathematics required for
analysis of the response functions and the fundamental kinetic models describing individual steps
in catalytic sequences have also evolved markedly in both generality and sophistication. Two
types of FR methods remain largely unexplored for the analysis of chemical reactions: frequency-
modulated isotopic switch techniques and measurements of transfer rates at equilibrium by
volume modulation of a closed (non-equimolar) reaction system.

In the first, the limitation of isotopic switch techniques in the deconvolution of multiple
kinetic steps and pools of surface intermediates is overcome by introducing isotopic jumps with
varying time delays between them. These systems can be analyzed using Fourier-Transform
methods similar to those applied in pulse and modulated beam studies. The delay between
isotopic switches allows pools of surface intermediates and kinetic processes with different
characteristic lifetimes and reaction times to be accessed selectively during a single series of
experiments. This technique avoids the ill-posed deconvolution of individual exponential terms
within a sum, which currently limit the information available from single isotopic switch methods.

The other application involves the measurement of a reaction rate near its chemical
equilibrium by introducing a small perturbation in the volume of a closed system. For non-
equimolar reactions, the resulting change in pressure shifts the chemical equilibrium of the
chemical reaction, and the system responds with a small net reaction rate in the restoring direction
characterized by a reaction relaxation time33.96.  Near equilibrium, reaction rates become
proportional to the affinity of the reaction mixture, defined as the difference in chemical potential
between the mixture and its equilibium composition. By varying the magnitude perturbation
from equilibrium (within the linear range), one obtains the dependence of the restoring or transfer
rate on the reaction affinity, the slope of which reflects the stoichiometric number of the rate-
determining step!01,102 which reflects the number of times that such a step must occur in order
for the catalytic sequence to turn over once. Often, these measurements are the only recourse
available in order to distinguish among several possible reaction mechanisms and potential rate-
determining steps!103. The mathematical analyses of the FR of non-equimolar reactions in closed
systems requires only a simple extension of our treatment in Section 2.3.2 and the Appendix.
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components of matrix A defined in Eqns. (A15)-(A18)

average molar concentration within porous material
molar gas phase concentration within pore voids (e: equilibrium)

relative time-dependent amplitude change in Cp

relative time-independent amplitude change in Cj,
average Fickian diffusivity within porous material

effective surface diffusivity of adsorbed species n
effective void diffusivity of gaseous species n
dimensionless variable defined in Eqn. (A24)
effectiveness factor function (see Eqns. (A26)-(A29))
dimensionless variable defined in Eqn. (A25)
complex transfer function

magnitude of transfer function (see Eqn. 19)
imaginary number (i2=-1)

modified Bessel function of order zero

modified Bessel function of order one

imaginary component of transfer function H

Bessel function of order zero

dimensionless capacity defined in Eqn.(4)

kinetic parameters defined in Eqn.(3)

Langmuir adsorption constant for species j

Langmuir desorption constant for species |
equilibrium adsorption constant of species n on sites of type ¢

adsorption constant of species n on sites of type ¢
desorption constant of species n on sites of type /

number of types of active sites

length of cylindrical particle

total number of species in gaseous mixture

diffusant molecular weight

molar adsorption capacity of porous matenal

total number of moles contained within intraparticle pore volume Vy
relative pressure amplitude

total pressure within batch system

equilibrium pressure

partial pressure of species n within the system volume (e: equilibrium)
relative time-dependent amplitude change in P

relative time-independent amplitude change in Py,

matrix of normalized eigenvectors of A
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inverse matrix of P

radial coordinate in porous particle

universal gas constant

net adsorption rate of species j

characteristic particle dimension

real component of transfer function H

geometric factor (s=1 slab, s=2 cylinder, s=3 sphere)

molar concentration of adsorbed species n (e: equilibrium)

relative time-dependent amplitude change in Sp,

relative time-independent amplitude change in S

time

absolute temperature

dimensionless variable defined in Eqn. (A10)

relative volume amplitude

volume of batch system excluding volume of particles (e: equilibrium)

relative time-dependent amplitude change in V

relative time-independent amplitude change in V
equivalent volume of adsorbed phase defined in Eqn. (A8)
intraparticle pore volume of mesoporous structure
dimensionless variable defined in Eqn. (A10)

vector of dimensionless variables (see Eqn. (A19))
equilibrium molar fraction of species n within batch system
vector of dimensionless variables (see Eqn. (A21))

Greek Symbols

0 6

Pn
Yi

¢ P30 q

v

<
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exponent of kinetic equation for adsorption

dimensionless parameter defined in Eqn. (A8)

zeroes of Bessel function J5(y;)=0

Laplacian operator in slab, cylindrical, or spherical geometry
small perturbation parameter

dimensionless frequency defined in Eqn.(12)

dimensionless variable defined in Eqn.(23)

diagonal matrix containing the eigenvalues of matrix A

dimensionless coordinate in porous particle
particle density
auxihary vari;able defined as v?‘ = yiz + \u?'n
phase lag between volume and pressure signals
mth eigenvalue of matrix A

modulating frequency
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6. Appendix

Here we derive analytical transfer functions that describe the FR of the conservation
equations derived in Section 2.3.2 (Eqgns. (13)-(17)). The first step in the analysis is to express
the volume of the system in terms of a small perturbation parameter €:

V=Ve(l-eV), (A1)

where V is an arbitrary amplitude change later defined as a harmonic perturbation. The change
in V induces changes in pressure and concentration (gas and surface) for each species in the
system:

Cn=Cpe(1+eCp); Sp=Sne(1+eSp); Py =Ppe(1+ePp) (A2)

Substituting Eqn. (A2) into Eqns. (13)-(17) and retaining terms of order € only, leads to a
linear system of partial differential equations:

. L
Cn 24 sz a & (A3)
=DV, - ) kqn/S —2 8
& "DV Cn == ) KaneSpe[Cn (I—Sne/N) n}
f=1
&, (1o, 1) = By (1): Cgr“(o,t)=0: &, (r.0)=0 (A%)
53[‘1 ‘ Pl (AS)
_ s S
a snez “dn(Spc[Cn (I—Sne/N) n]
Sp(1g,1) =BnCh (10.,0); %(O.t)zO; Sp(r.0)=0 (A6)
R ,\ To oSV, . ,\
pn(t)=v-J o [V—an+%“—Sn)dr, (A7)
(o} r € €
(o]
where

1)/2
(KprCpe)'®™
n= g ) Vn = SneRT/ Pne (A8)

B measures the change in surface concentration driven by a change in gas concentration. Vy, is
the adsorption capacity of the solid for species n, expressed as an equivalent volume at pressure
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Ppe and temperature T. In Eqns. (A3)-(A8) we have assumed conditions of low surface
coverages where the term (N-ESj) can be replaced by (N-S,) without significant error for
multicomponent systems and being exact for simple species analysis.

Eqns. (A3)-(A8) describe the time-dependent amplitude changes in pressure ( 1311) and

concentration (Cn,ﬁn), driven by changes in the system volume (V), for any type of input

perturbation. For harmonic perturbations, the respective amplitudes can be expressed as:

V=Velot, @ =Tcot; §, =5 ¢ ; B =F, it (A9)

g Unzg; W, =—on_ (A10)

leads to the following linear system of boundary value problems in the frequency domain:

V?'Un =AnnUn+An M+nWn (A11)
V?'Wn =AM+n.nUn+AM+n.M+nWn (A12)
Un(D=Wa(h=1; Z00)= T (0)=0 (A13)
Py 1 (A14)
v 1+Jsg ( Py, + "ann)dé’;‘
0 Ve Ve
where
: 2o
o m)ro osne k (A15)
n.n dn¢
Dn DnCpe
2e0 L
A _ pprosneB"a Z k (A16)
nM+n=- dn(
DnCne(l_Sne /N) /_
2qca-1) L
S
Al7
AM+n,n = o fe Kdne ( )

dnPn
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arZSa_l L
0 ne

i(nr2
o 4

(A18)

AM+n,M+n = kdn¢

The solution of Eqns. (A11)-(A13) for U, and W, and their substitution into Eqn. (A14)
directly gives the pressure response of species n ( Py, ) to a volume change (V) in the system, i.e.,

the transfer function of species n in the FR experiment. Its solution is easily obtained in closed-
form for slab, cylindrical, or spherical geometries. The first step is to recast the equations in

matrix form:
Vzlzéx, 3(_=[U|,....,UM,W|,...,WM]T (A19)
x(hy=[L..1]7, %(0):[0....,01? (A20)
<

where the only non-zero matrix elements in é are those defined in Eqns. (A15)-(A18). The
matrix Eqn. (A19) can be made diagonal by the transformation x = Pz, where P is the matrix of
the normalized eigenvectors of A. Substituting that transformation into Eqn. (A19) after pre-
multiplying by a matrix Q (where— (_) is the inverse matrix of P) leads to:

sz=gz, z=[21,...22M1" (A21)
z(1) = Qx(1). %(0):[0 ..... 0T (A22)
- -]

A is a diagonal matrix with diagonal elements given by the eigenvalues of A. These equations

are then solved for a given pellet geometry and their solution is substituted into Eqn. (A14) to
obtain an analytic transfer function H for species n:

Hzp_nz 1 (A23)
\Y Vv ’
1+—pEn +X9-Fn
Ve Ve
where
M M A24
Ep= Z Pn.m z Qmk {f(wm) (A24)
m=] k=l )
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2M 2M
Fn =an PM+n.m Z Qmk |[f(Wm) (A25)
m=1 k=1
f(yy)=tanhy, / yg, (slabs) (A26)
__2h(vm) " (long cylinders) (A27)
VYmlo(Wm)
__2hi(ym) +_YLZ Ym (1-eVilo/Toy (short cylinders) (A28)
Vmlo(Wm) Lo 4 l u?yiz
1=
= i(coth Vm __1_) (spheres) (A29)

Ym Ym

In the above equations, W?n’ is the mth eigenvalue of the matrix A, I, is the modified
Bessel function of order n, ¥j is the ith zero of the Bessel function J(v;)=0, Uiz = yiz + vy En , and
Lo is the length of the cylinder. The solution for short cylinders was obtained by Ho and
Hsiao!04 and accounts for additional diffusion processes occurring through the ends of the
cylinder when Lo/t 1s not very large.

For a system of M species that diffuse and adsorb independently of each other (Knudsen
diffusion regime), the global transfer function takes the form:

M

H(im)zz . Yn . (A30)
P Vn
n=l 1+V—En+—Fn

€ c

where yp, is the molar fraction of species n within the system. This equation describes the pressure
response of the system to an applied volume perturbation. H is a complex function containing
real and imaginary components (phase lag) and its magnitude is always lower or equal than one
(amplitude attenuation). It is composed of the sum of the responses of the individual species
because under a Knudsen diffusion regime molecules do not interact within the solid voids.. The
individual responses contain two coupled dynamic terms (E, and Fj) that account for the
dynamics of the diffusion and adsorption processes within the intraparticle pore volume of
mesoporous structures.. The capacities associated with these dynamic processés in the pore voids
and the adsorbed phase are given by V’p/Ve and Vp/Ve, respectively.
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Figure Legends

Figure 1 In-phase and out-of-phase components of FR. Adsorption-desorption of a single
species (Egns. 1 and 2).

Figure 2 In-phase and out-of-phase components of FR. Diffusion in spherical particles
(Egns. 9 and 11).

Figure 3 Amplitude ratio (p/v) and phase lag (¢) as a function of dimensionless frequency
m/K_j (Bode diagram, Eqns. 19 and 20). Adsorption-desorption of a single
species.

Figure 4 Amplitude ratio (p/v) and phase lag (¢) as a function of dimensionless frequency
N (Bode diagram, Eqns. 19 and 20). Diffusion in spherical particles.

Figure § Out-of-phase components of FR. Hydrogen adsorption on Ni catalyst at 590 K.
(After Naphtali and Polinski®0.61)

Figure 6 In-phase components of FR. Hydrogen adsorption on ZnO at 253 K (o: 0.021
Torr, ®: 0.020 Torr). (After Yasuda®3)

Figure 7 Out-of-phase components of FR. Hydrogen adsorption on ZnO at 253 K
(0: 0.021 Torr, ®: 0.020 Torr). (After Yasuda®3)

Figure 8 Adsorption isotherm of hydrogen on ZnO at 253 K. (After Yasuda©3)

Figure 9 Out-of-phase components of FR. Chemisor_‘;)tion of hydrogen on supported Rh at
433 K and 0.5 Torr. (After Marcelin et al 37)

Figure 10 Experimental values of the tangent of the phase lag ¢ as a function of forcing
frequency (A: 429K, B: 343K). (After Liet al.89)

Figure 11 Amplitude ratio as a function of dimensionless frequency. Diffusion of ethane in
polyethylene films. (After Evnochides and Henley3)

Figure 12 Phase lag as a function of dimensionless frequency. Diffusion of ethane in
polyethylene films. (After Evnochides and Henley3 )

Figure 13 FR of Kr diffusion in Na-mordenite at 253 K and 1 Torr. (After Yasuda®3)

Figure 14 FR of Kr diffusion in zeolite A at 195 K and 5.8 Torr. (After Yasuda and
Sagasawa®7)

Figure 15 Fickian diffusivities of light hydrocarbons as a function of temperature determined

04269301.SCR

by various methods (0:CHy, 0:CoHg, A :C3Hg). (After Yasuda et al.73)



Figure 16

Figure 17

Figure 18

Figure 19

Figure 20

Figure 21

Figure 22

Figure 23
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Variation of ethane diffusivity with bed depth at 323 K. (Silicalite; After Van-den-
Begin and Rees’7)

FR of ethane diffusion in zeolite A at 273 K and 5.2 Torr. (After Yasuda and
Yamamot068)

FR 08f 2-butyne diffusion in silicalite-1 at 298 K and 1.5 Torr. (After Shen and
Rees81)

F:R of CHgy-Kr diffusion in zeolite A at 195 K (CH4: 7.1 Torr, He: 1.3 Torr).
(After Yasuda et al.6%)

FR of N» diffusion in SiO5 spheres at 308 K and 16 Torr.

Out-of-phase components of FR. Diffusion of Ny-Xe mixtures in SiO5 spheres
at 398 K (N»: 8 Torr, Xe: 8 Torr).

In-phase components of FR. Diffusion of N7-Xe mixtures in Si05 spheres at 398
K (N3: 8 Torr, Xe: 8 Torr ).

FR of isobutane diffusion in SiO7 spheres at 308 K and 30 Torr.
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